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(57) ABSTRACT

In one embodiment, a spectral map for performing nonlinear
calibration of a signal path is developed by 1) identifying a set
of frequency locations for a set of particular output signal
spurs that result from applying one-tone and two-tone input
signals covering a bandwidth of interest to the signal path; 2)
developing, based on the set of frequency locations, a spectral
mayp for predistorting, in the frequency domain, signals that
are applied to, or received from, the signal path in the time
domain; and 3) saving the spectral map for performing non-
linear calibration of the signal path.

400

¥

402

Compute a discrete Fourier transform (DFT) of an input signal to the /
signal path

!

404

Apply a spectral map to the DFT of the input signal, to generate a /
predistorted signal in the frequency domain

!

406

Compute an inverse DFT (IDFT) of the predistorted signal in the /
frequency domain, to generate a predistorted signal in the time domain

!

Cause an arbitrary waveform generator of the signal path to launch the J
predistorted signal in the time domain via the signal path
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200

Identify a set of frequency locations for a set of particular output signal jOZ

spurs that result from applying one-tone and two-tone input signals
covering a bandwidth of interest to a signal path

204

Develop, based on the set of frequency locations, a spectral map for /
predistorting, in the frequency domain, signals that are applied to, or
received from, the signal path in the time domain

206

Save the spectral map for performing nonlinear calibration /
of the signal path

FIG. 2
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300
&~

Apply one-tone input signals covering the bandwidth of interest to the | 302
signal path, and measure amplitudes and phases of single-tone spurs in /
the set of particular output signal spurs

Y 304

Use the measured amplitudes and phases of the single-tone spurs to _/
construct a first-order frequency response model for the signal path

1] 306

Compute a first-order input amplitude spectrum in the frequency domain, /
restricted to the identified set of frequency locations

L

Develop, from the first-order frequency response model and the first- 308
order input amplitude spectrum, a first-order spectral map for
predistorting, in the frequency domain, signals that are applied to, or
received from, the signal path in the time domain

Y 310
Verify performance of the first-order spectral map for various predistorted /

signals applied to, or received from, the signal path; and when the

performance of the first-order spectral map is determined to provide

insufficient mitigation of output signal spurs at the set of frequency
locations, identify a set of residual output signal spurs and,

Apply two-tone input signals covering the bandwidth of 312
interest to the signal path, and measure amplitudes and J
phases of the residual output signal spurs

Y

Use the measured amplitudes and phases of the residual 314
output signal spurs to construct a second-order frequency
response model for the signal path

Y

Compute a second-order input amplitude spectrum in the 316
frequency domain, restricted to the identified set of
frequency locations
y
Develop, from the second-order frequency response model 318

and the second-order input amplitude spectrum, a second-
order spectral map for predistorting, in the frequency domain,
signals that are input to the signal path in the time domain

FIG. 3
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400

'
402

Compute a discrete Fourier transform (DFT) of an input signal to the J
signal path

i 404

Apply a spectral map to the DFT of the input signal, to generate a J
predistorted signal in the frequency domain

¢ 406
/

Compute an inverse DFT (IDFT) of the predistorted signal in the
frequency domain, to generate a predistorted signal in the time domain

¢ 408

Cause an arbitrary waveform generator of the signal path to launch the J
predistorted signal in the time domain via the signal path

FIG. 4
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FIG. 12C

B A SRS

i
i
i

_““““\:\“\\\\\\\

B )

Pseudo-Random Input Signal; Predistortion OFF
Third Harmonic

SI—i




Patent Application Publication  Jun. 18, 2009 Sheet 21 of 31 US 2009/0153132 A1

FIG. 12D
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METHODS AND APPARATUS FOR
COMPUTING AND USING A SPECTRAL MAP
FOR PERFORMING NONLINEAR
CALIBRATION OF A SIGNAL PATH

BACKGROUND

[0001] Electronic instruments, such as wide-band elec-
tronic instruments used in the test and measurement of elec-
tronic devices under test (DUTS), typically need to be cali-
brated. Examples of electronic instruments are 1) an arbitrary
waveform generator (ARB), the core of which typically com-
prises a digital-to-analog converter (DAC), or 2) a receiver
such as an oscilloscope, the core of which typically comprises
an analog-to-digital converter (ADC). Around the core func-
tionality of an electronic instrument, there typically exist a
number of other devices, such as conditioning electronics
(e.g., filters and amplifiers) and frequency translation devices
(e.g., mixers for up-conversion and down-conversion of sig-
nals of interest).

[0002] A signal that is transmitted from, to or between
electronic instruments can be processed through several
stages in its transmission or reception. For instance, in a
typical application, such as the testing of a radio frequency
(RF) amplifier, an initial test signal could be generated by a
baseband ARB, filtered, upconverted by a mixer, and then
subjected to further amplification and filtering before its
application to a DUT. An output test signal that is generated
by the DUT, in response to the initial test signal, may then be
received by a measurement instrument such as an oscillo-
scope or spectrum analyzer. Due to non-idealities in the elec-
tronics of the transmission and reception paths, the signals
transmitted to and from the DUT may undergo distortions.
Calibration refers to the processes that are applied to physical
or mathematical signal representations in an attempt to
remove or minimize these distortions.

[0003] Distortion of a signal may be classified as linear or
nonlinear. Linear calibration of an electronic instrument is
common, and is typically accomplished by adjusting the
phase and amplitude of an excitation signal. This compensa-
tion is perhaps best understood in the frequency domain. That
is, any signal can be represented in the frequency domain by
considering a Fourier deposition (either a continuous decom-
position using the Fourier Transform, or a discrete decompo-
sition using the so-called discrete Fourier transform (DFT) of
the signal of interest. See, e.g., Julius O. Smith III, “Math-
ematics of the Discrete Fourier Transform (DFT), with Audio
Applications—Second Edition”, W3K Publishing (2007). By
a fundamental property of linear systems, linear distortion
results in a signal with exactly the same frequency compo-
nents as the undistorted signal—however, linear distortion
can cause a shift in the phase and amplitude of each frequency
component. When an input signal is represented (in the fre-
quency domain) as a collection of complex numbers known
as “phasors,” linear distortion can be viewed as a transforma-
tion that scales and rotates each input phasor. In the time
domain, linear calibration is typically accomplished by the
construction of a finite impulse response (FIR) filter, which is
constructed to satisty frequency domain constraints. In prac-
tice, an ‘impulse response’ is typically used to estimate the
linear distortion of a signal, and an appropriate FIR filter is
used for linear calibration. Because of the importance of
linear calibration procedures, the National Institute of Stan-
dards (NIST), has studied the linear calibration problem in
detail and set forth standards for linear calibration processes

Jun. 18, 2009

and signals for some measurement instruments. See, e.g.,
William L. Gans, “Dynamic Calibration of Waveform
Recorders and Oscilloscopes Using Pulse Standards”, IEEE
Transactions on Instrumentation and Measurement, Vol. 39,
No. 6, pp. 952-957 (December 1990).

[0004] A hallmark of nonlinear distortion is the creation of
energy at frequencies distinct from the frequency of the input
signal. In one form, nonlinear distortion can result from a
so-called squaring law. That is, if a signal has energy at a
frequency f|, then the squaring process in the time domain
y(t)=x(t)* leads to energy, or signal distortion, at twice the
input frequency (i.e., at 2*f,=f,). Informally, nonlinear dis-
tortion leads to so-called “spurs” in the frequency domain.
These spurs are easily viewed using a power spectrum ana-
lyzer. See, e.g., “Agilent PSA Performance Spectrum Ana-
lyzer Series—Optimizing Dynamic Range for Distortion
Measurements”, Agilent Technologies, Inc., (2000).

[0005] Theimportance of spurs in limiting the performance
of electronic instruments is well-known, and is commonly
quantified by the so called “spurious free dynamic range”
(SFDR), usually provided as a key metric for measurement
instrument performance. SFDR is also the subject of various
Institute of Electrical and Electronics Engineers (IEEE) stan-
dards for uniform measurement. See, e.g., E. Balestrieri, et
al., “Some Critical Notes on DAC Frequency Domain Speci-
fications”, XVIII Imeko World Congress (2006). Consider-
ation of higher order nonlinear interactions (e.g., third order
interactions) shows that nonlinear distortion can also cause
distortion at or near the input excitation frequencies. This
distortion is in addition to any linear distortion, and is often
referred to as “intermodulation distortion”, because it arises
from signal mixing processes inherent in nonlinear signal
interactions. Intermodulation distortion can complicate sig-
nal transmission and reception considerably, because it needs
to be untangled from the underlying signal and its linear
distortion.

[0006] Real-world electronic systems are also subject to a
range of effects (e.g. oscillator feed through, electronic com-
ponent operation, dependencies on temperature) that can
cause a wide range of signal impairments and distortions that
often need to be systematically accounted for and corrected
(or avoided) during a calibration process. A brief overview of
some of these effects and considerations for ARBs is
described by Mike Griffin, et al. in “Conditioning and Cor-
rection of Arbitrary Waveforms—Part 1: Distortion”, High
Frequency Electronics, pp. 18-28 (August 2005) and in “Con-
ditioning and Correction of Arbitrary Waveforms—Part 2:
Other Impairments”, High Frequency Electronics, pp. 18-26
(September 2005).

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] Illustrative embodiments of the invention are illus-
trated in the drawings, in which:

[0008] FIG. 1illustrates an exemplary signal path compris-
ing an ARB, an upconverter and an amplifier;

[0009] FIG. 2 illustrates an exemplary method for develop-
ing a spectral map for performing nonlinear calibration of a
signal path;

[0010] FIG. 3 illustrates an exemplary way to develop the
spectral map used by the method shown in FIG. 2;

[0011] FIG. 4 illustrates an exemplary method for perform-
ing nonlinear calibration of a signal path;
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[0012] FIG. 5 illustrates an exemplary signal path com-
prised of a wide-band arbitrary waveform generator and a
(2x) amplifier.

[0013] FIG. 6 illustrates a two-tone input signal;

[0014] FIG. 7 illustrates exemplary measurements of the
phase and amplitude of a single-tone spur;

[0015] FIGS. 8A & 8B illustrate exemplary second order
spur distortion data, and the fit of a low-order polynomial to
the data;

[0016] FIGS.9A & 9B illustrate exemplary third order spur
distortion data, and the fit of a low-order polynomial to the
data;

[0017] FIG. 10 illustrates an exemplary ‘frequency set” for
the apparatus shown in FIG. 5;

[0018] FIGS. 11A & 11B illustrate the exemplary applica-
tion of a multi-tone signal to the apparatus shown in FIG. 5;
[0019] FIGS. 12A & 12B illustrate the exemplary applica-
tion of a pseudo-random signal to the apparatus shown in F1G.
5;

[0020] FIGS. 13 & 14 show close-ups of the output of the
FIG. 5 signal path, with and without predistortion, for an
exemplary complex input signal; and

[0021] FIG. 15 illustrates an exemplary reduction of inter-
modulation distortion using the methods illustrated in FIGS.
2&3.

DETAILED DESCRIPTION

[0022] Linear calibration, temperature calibrations and
other signal distortion corrections are commonly performed
for electronic instruments. To date, methods for performing
nonlinear calibration of electronic instruments have not been
as common.

[0023] Described herein are methods and apparatus for per-
forming nonlinear calibration of a signal path, including a
signal path through one or more electronic instruments or
devices. The performance of an electronic instrument or
device, as measured by its spurious free dynamic range
(SFDR), is typically limited by coherent nonlinear effects that
are significantly above the inherent noise floor of the instru-
ment or device. Nonlinear calibration provides a method that
corrects for these effects, thereby extending the useable
SFDR of the instrument or device.

[0024] For instance, and as will be described in more detail
later in this description, an electronic instrument consisting of
an arbitrary waveform generator (ARB) and an amplifier
could have a SFDR of 65 dBc before nonlinear calibration,
but have an SFDR of 80 dBc after nonlinear calibration. This
increased dynamic range has many potential uses. For
instance, if the ARB is being used to test an ADC with an
SFDR of 70 dBc, then increasing the SFDR can enable more
accurate testing of the ADC. Any calibration that increases
the dynamic range, bandwidth, or fidelity of a transmitter or
receiver typically translates directly into tangible useful
results for test and measurement systems.

[0025] The novel methods and apparatus described herein
use a ‘nulling method’ and predistortion to remove nonlinear
spurs in an electronic instrument’s output. Although the use of
nulling methods are well-known, they are not commonly
employed, because the number of spurs generated by an arbi-
trary test signal is typically too complex to be measured in a
reasonable time. That is, there are typically just too many
spurs for a nulling method to be practical for anything but one
or a few periodic excitation tones. However, the methods and
apparatus described below solve this problem by providing a
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calibration method that is based on a behavioral model. The
behavioral model maps input signals (in the frequency
domain) to output signals (including all spurs above a pre-
specified signal level). A behavioral model is very useful for
calibration because it does not require detailed measurements
of each spur, but rather generates information of ‘sufficient’
accuracy about the frequency, phase, and amplitude of each
spur, allowing the creation of a nulling signal to be created for
nonlinear distortion.

[0026] Before describing novel methods and apparatus for
performing nonlinear calibration of a signal path in detail, it is
useful to consider some of the differences between existing
linear and nonlinear calibration methods, and to consider
some of the deficiencies of existing nonlinear calibration
methods.

[0027] Linear calibration methods are greatly aided by the
theory and practical experience in estimating the linear
‘transfer function” of an electronic device. Indeed, the use of
‘impulse response testing’ to gauge linear distortion is a direct
expression of the well-studied theory of linear transforms,
Dirac delta functions, and the general solution (via the
Laplace transform) of linear systems. See, Gans, supra. A
similar theory does not exist for nonlinear systems—hence
the difficulty in performing nonlinear calibration. The closest
theory, the so-called Volterra theory, is described in detail, for
instance, by Stephen P. Boyd, “Volterra Series, Engineering
Fundamentals™, Dissertation, U. C. Berkeley (1985). How-
ever, despite many years of research, its practical application,
to date, has been somewhat limited (unlike the linear transfer
function theory). Application of the Volterra theory has been
limited for several reasons, such as, because the theory is only
applicable to ‘weak’ nonlinearities, and because, from a prac-
tical point of view, the estimation of the full Volterra kernels
has not proven practical since it involves an enormous num-
ber of measurements to capture wide-band frequency domain
effects. Thus, though very insightful from a theoretical point
of'view, Volterra series have generally not proven practical for
typical engineering applications involving signal corrections
(that is, without significant simplifications). These inherent
problems are only accentuated for calibration problems,
where the speed at which measurements are taken and cali-
bration is performed are usually at the forefront.

[0028] In comparison to complex calibration methods
based on the Volterra theory, other calibration methods are
sometimes based on ‘Look Up Tables’ (LUTs). Calibration
methods based on LUTs compare the measured performance
of'an instrument or device to an expected ‘ideal’ performance
and are a common engineering solution. However, LUTs are
not a practical solution for typical nonlinear calibration,
because the output signal of an instrument typically depends
in a complex fashion on an input signal, and it is generally not
feasible to measure the actual instrument response to a com-
plete sample of operating conditions and input signals. In
more practical terms—effective nonlinear calibration
involves the location and estimation (in both phase and mag-
nitude) of each significant output signal spur. For known test
signals, a calibration based on L.UTs might be applicable.
Calibration based on LUTs is a common staple of calibration
procedures for some causes of signal distortion (e.g. tempera-
ture calibration). However, one of the characteristics of a
nonlinear system is that its output is a function of an input
signal, and there is no general way to deconvolve the system’s
response from a wide range of different input signals.
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[0029] From a metrology point of view, nonlinear calibra-
tion requires an accurate and detailed knowledge of both the
amplitude and phase of each nonlinear spur of interest. Accu-
rate amplitude measurements are typically straight-forward
using a power spectrum analyzer. Phase measurements are
also possible, assuming that the signal of interest can be
digitized (i.e., the full time domain signal can be captured),
and that the digitized signal has sufficient dynamic range to
measure signal distortions of interest. Unfortunately, typi-
cally one or both of these assumptions fails for high dynamic
range measurement instruments or devices, and this requires
the development of alternative metrology techniques to
recover the phase and amplitude information of nonlinear
distortion. This forces the use of some sort of ‘frequency
domain measurement instrumentation’ for the recovery of
phase information of low level signal distortions.

[0030] The National Institute of Standards and Technology
(NIST) has looked at some preliminary methods for nonlinear
calibration, which allow the accurate recovery of the phase of
nonlinear instruments or devices. These methods include the
‘nose-to-nose’ method, as well as measurement systems uti-
lizing wide-bandwidth, accurate phase reference generators.
See, e.g., Tracy S. Clement, et al., “Calibration of Sampling
Oscilloscopes With High-Speed Photodiodes™, IEEE Trans-
actions on Microwave Theory and Techniques, Vol. 54, No. 8,
pp- 3173-3186 (August 2006). Such systems demonstrate the
fundamental metrology methods needed for nonlinear cali-
bration, but neither the measurement systems, nor the meth-
ods, have proven practical in terms of cost and time for
wide-spread use.

[0031] Lastly, it is common practice in electronic design to
minimize the effect of nonlinear spurs as part of the initial
design process for an electronic chip. For example, several
techniques are employed to minimize any coherent nonlinear
signals. See, e.g., Russ Radke, et al., “A Spurious-Free Delta-
Sigma DAC Using Rotated Data Weighted Averaging”, IEEE
Custom Integrated Circuits Conference, pp. 125-128 (1999).
However, despite the best design techniques, significant non-
linear spurs often still appear in the chip’s output(s).

[0032] The novel methods and apparatus described below
utilize signal predistortion to accomplish nonlinear calibra-
tion of a signal path. There is a great deal of research on
predistortion and its applications to solve various electronic
signal integrity issues. Perhaps the most common application
of predistortion is to increase the fidelity of electronic trans-
mission and reception systems, in particular cellular phone
base stations and handset electronics. See, e.g., Rahul Gupta,
etal., “Adaptive Digital Baseband Predistortion for RF Power
Amplifier Linearization”, High Frequency Electronics, pp.
16-25 (September 2006). However there have been far fewer
applications of predistortion to nonlinear calibration of elec-
tronic instruments.

[0033] The novel methods and apparatus described herein
differ significantly from a Volterra approach. One reason is
because the methods and apparatus are constrained early on
to a fixed “frequency set” (as will be described in more detail
later). Put more simply, the novel methods and apparatus
disclosed herein focus on predicting and removing particular
output signal spurs in the frequency domain, instead of build-
ing the large models prescribed by the Volterra theory and
attempting to remove all spurs.

[0034] The novel methods and apparatus disclosed-herein
accomplish predistortion using a spectral map. The concept
of a spectral map is straight-forward, though its details can
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become enormously cumbersome. This is why the methods
and apparatus disclosed herein utilize a behavioral modeling
approach for approximating (or estimating) the appropriate
content for a spectral map.

[0035] An input signal to a device (or DUT) may be repre-
sented in the frequency domain by means of a discrete Fourier
transform (DFT). Let u(t) be the input signal and U(k) be its
discrete Fourier Transform. See, e.g., Smith III, supra. If u(t)
is a multitone signal, then:

N (9]
= Y Uexe{ 23 o)

k=-N

where U(k)=U*(-k)=IU(k)lexp(j$,), and where £, is the
maximum frequency of excitation. Factoring out the time
dependence, the above representation of the signal is typi-
cally called the ‘phasor’ representation, because a real signal
is represented geometrically as complex numbers with phase
¢, and amplitude A, =U(k)l. Using the Euler identity, it can be
written that

1
Acos(wr+0) = A 3 [exp(wt + &) + exp(—wi — 6)],

thereby making it easy to see the input signal’s two-sided
DFT spectrum. Representing the input signal U(k) in the
frequency domain, the nonlinear dependence of an output
signal (y(t) in the time domain, and Y(k) in the frequency
domain) on the input signal can be described in the frequency
domain, for either a range of frequencies or a fixed output
frequency, as:

Yi)=G[UK), @

where G is a nonlinear operator. G may also be referred to as
a“spectral map”, because it effectively maps input phasors in
the frequency domain to output phasors in the frequency
domain. An inverse discrete Fourier transform (IDFT) may be
used to recover the time domain signals u(t) and y(t). The idea
of examining spectral maps for the purpose of modeling
nonlinear systems is essentially the idea behind the ‘describ-
ing function’ theory for approximating nonlinear systems.
See, e.g., James H. Taylor, “Describing Functions”, Electrical
Engineering Encyclopedia (1999). Spectral maps also play a
key role in electronic simulation technologies such as ‘har-
monic balance methods’ and the ‘methods of spectral bal-
ance’. See, e.g., Nuno Borges de Carvalho, et al., “Simulation
of Multi-Tone IMD Distortion and Spectral Regrowth Using
Spectral Balance”, IEEE MTT-S Digest, pp. 729-732 (1998).

[0036] The idea of a spectral map can be better understood
with some examples. Consider, for example, a spectral map
up to third order (NL3) with delay (memory) terms. In the
time domain, this spectral map has the form:

YNLa(O=a (=t a3y’ (1=ty)+azx> (1=13). 3

[0037] Now consider the output of this spectral map, sub-
ject to the two-tone signal x(t)=cos(w,t)+cos(w,t). For sim-
plicity sake, assume unit magnitude for each amplitude and
initially zero phase offset (although when building real
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behavioral models, these assumptions are not made). Using
Euler’s identity, the signal x(t) can be written in terms of
‘phasors’ as:

“

1
x(t—-11)= E(exp(tiwlt — i) + exp(—iw I + §1))) +

1
z(exp(fiwzt — iT1) + exp(—fwyt + §11)),

and the spectral map of first, second, and third order (in no
particular coherent arrangement) can be written as:
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[0038] Equation (5)is useful for reading frequency domain
information. For instance, all terms at the frequency 2w, +m,
can be grouped to find contributions of the map to this par-
ticular frequency bin, as:

) . ) . 6
y((zwl +w)I) = [el(Zwl o )i=3iT3 e—l(&u1+w2)r+3n3] ()

Al W 0ol W

cos((2wy + wy)i —313)

[0039] So, even in the simplest case of a polynomial, some
of the complexity of a spectral map is revealed. Only a few
cases, such as (static) power laws, are capable of closed form
analytic solutions. See, e.g., Michael B. Steer, et al., “An
Algebraic Formula for the Output of a System with Large-
Signal, Multifrequency Excitation”, Proceedings of the
IEEE, Vol. 71, No. 1, pp. 177-179 (January 1983). In general,
the output to a given frequency component, for a fixed model,
depends on a weighted sum of the input phasors determined
by a (model dependent) set of coefficients, as well as the
original amplitude and phases of the input tones relative to
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one another. Thus, solving analytically for a spectral map of a
multidimensional time-dependent nonlinear system is
beyond the capability of modern science—though its simu-
lation, given a fixed model, is straightforward (if somewhat
cumbersome).

[0040] A briefreview of Volterra theory is helpful to under-
stand the full complexity of the problem of developing spec-
tral maps. For a class of non-linear causal time-invariant
system (roughly, systems for which there exist unique steady
states), the output of such a system can be formally repre-
sented (meaning that it is mathematically true, but perhaps
not of much practical use) by a non-linear operator:

< @
YO = Flu@] = ) yald).
n=0

wherey, ()= ... [h,(t,,Ts, . .., T )U(t—T,) ... u(t-1,)dv,dv,
... dt,, and where h, is called the nth-order (time domain)
Volterra kernel (see Boyd, supra). The details are omitted
here, but the above (formal) solution can be transformed to
one with frequency domain Volterra kernels (see Boyd,
supra), yielding:

®

-3

ij=—miy=—m

m

n
E a;, Qi ...aian(jwil, jwiz, e jw‘-n)exp[jZ W, t],
k=1

in=—m

where

exp(jw,t) it is an input test signal. The reason this form of the
Volterra solution is of interest is that it makes explicit the fact
that any (but the most trivial) spectral map will have the
property that the output signal depends on the amplitude and
phase of the input signal. Put another way, any behavioral
model ofa system should 1) keep track of the (relative) phases
and amplitudes of components of the input signal, and 2)
explicitly use this information in modeling the system. That
is, an amplitude model alone will usually be inadequate.
Further exercises show that the dependence on phase can be
quite sensitive. In fact, for many input signals, errors of 0.01
radians in the phase of the input signal can translate into
amplitude errors of a factor of two in the output signal. Thus,
from a metrology standpoint, nonlinear behavioral modeling
requires precise measurement of the (relative) phases of har-
monic components, in order to develop and verify a behav-
ioral model for use in nonlinear calibration.

[0041] To finish this discussion of Volterra theory, it is
noted that the spectral map for a (formal) Volterra solution, up
to third order, can be written as:
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where k=1,2.3, . . . ,3N, and where U(k) and Y(k) are the
Fourier coefficients of the input and output signals. Note that
factorization of the frequency domain Volterra kernel into
‘products’ (or a sequence of one-dimensional convolutions),
similar to those in the time domain, is a non-trivial exercise.
See, e.g., Gil M. Raz, et al., “Baseband Volterra Filters for
Implementing Carrier Based Nonlinearities”, IEEE Transac-
tions on Signal Processing, Vol. 46, No. 1, pp. 103-114 (Janu-
ary 1998). Also note that the G, is the frequency domain
representation of the linear transfer function, sometimes also
called the ‘frequency response function” The G’s can be
thought of as containing all of the information about the
‘distortion’ products, because they can be formally factored
in the Volterra formulation, from the input signal, just like the
linear transform function. The difficulty, though, in using this
formulation to build behavioral models (besides the inherent
limits of its mathematical assumptions such as ‘weak nonlin-
earity’) is the enormous number of measurements needed to
estimate the frequency domain Volterra kernels, which pro-
ceeds like O{N}+0O{N?}+O{N?} in the third order case. For
example, assuming a 1 Mhz spacing, a 1 Ghz wide linear
transfer function can be estimated with 1000 single tone
measurements, while G* requires 1000° measurements, and
G? requires 1000° measurements. An empirical ‘recipe’ for
more quickly building a model for a spectral map is therefore
described below.

[0042] FIG.1 illustrates an exemplary signal path 100. The
signal path 100 comprises an ARB 106, an optional upcon-
verter 108 coupled to the output of the ARB 106, an amplifier
110 coupled to the output of the upconverter 108, and a DUT
coupled to an output of the amplifier 110. An input signal 102
is applied to the signal path 100 by the ARB 106, and an
output of the signal path 100 generates an output signal 104
for application to a DUT 112. A signal analyzer 114 samples
the output signal 104; and a distortion correction engine 116
predistorts the input signal 102 in the frequency domain, in
accord with a spectral map. Of note, the graphs and screen-
shots shown in the drawings, and referenced herein, provide
exemplary data for a signal path 100 that does not include the
optional upconverter 108.

[0043] FIG. 2 illustrates an exemplary method 200 for
developing a spectral map for performing nonlinear calibra-
tion of a signal path 100. The method 200 begins with the
identification of a set of frequency locations for a set of
particular output signal spurs that result from applying one-
tone and two-tone input signals covering a bandwidth of
interest to the signal path (at step 202). The set of frequency
locations, or “frequency set”, may be identified by perform-
ing a power spectral scan over the bandwidth of interest.
[0044] After identifying the set of frequency locations in
step 202, a spectral map is developed based on the set of
frequency locations (at step 204). The spectral map is devel-
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oped for predistorting, in the frequency domain, signals that
are applied to, or received from, the signal path in the time
domain.

[0045] Ultimately, the spectral map developed in step 204
may be saved for performing nonlinear calibration of the
signal path 100.

[0046] FIG. 3 illustrates an exemplary way to develop the
spectral map referenced by the method 200 (FIG. 2). The
method 300 begins with 1) the application of one-tone input
signals covering the bandwidth of interest to the signal path
100, and 2) the measurement of amplitudes and phases of
single-tone spurs in the set of particular output signal spurs (at
step 302). The measured amplitudes and phases of the single-
tone spurs are used to construct a first-order frequency
response model for the signal path 100 (at step 304). In some
cases, the model may be extended to arbitrary input tones by
applying appropriate power law, amplitude and phase scaling
relationships.

[0047] The method 300 continues with the computation
(e.g., by formula or algorithm) of a first-order input amplitude
spectrum in the frequency domain (at step 306; see input
amplitude spectrum U(k), Eq. 2). The input amplitude spec-
trum is restricted to the set of frequency locations identified in
step 302.

[0048] From the first-order frequency response model and
the first-order input amplitude spectrum, a first-order spectral
map is developed for predistorting, in the frequency domain,
signals that are applied to, or received from, the signal path
100 in the time domain (at step 308). This may be done by
applying the first-order frequency response model con-
structed in step 304 to the input amplitude spectrum compute
computed in step 306.

[0049] After developing and saving the first-order spectral
mayp, the performance of the first-order spectral map may be
verified for various predistorted signals that are applied to, or
received from, the signal path 100 (at step 310). The signals
that are applied to, or received from, the signal path 100
during verification may comprise one-tone, two-tone, multi-
tone and pseudo-random signals.

[0050] When the performance of the first-order spectral
map is determined to provide insufficient mitigation of output
signal spurs at the set of frequency locations determined in
step 202, a set of residual output signal spurs may be identi-
fied (at step 310). Then, two-tone input signals covering the
bandwidth of interest may then be applied to the signal path,
and amplitudes and phases of the residual output signal spurs
may be measured (atstep 312). The measured amplitudes and
phases of the residual output signal spurs may be used to
construct a second-order frequency response model for the
signal path (at step 314); and a second-order input amplitude
spectrum ((U(k,)-(U(k-k,)) in Eq. 2) may be computed in the
frequency domain (at step 316). The input amplitude spec-
trum is restricted to the set of frequency locations identified in
step 302. From the second-order frequency response model
and the second-order input amplitude spectrum, a second-
order spectral map may be developed for predistorting, in the
frequency domain, signals that are input to the signal path in
the time domain (at step 318).

[0051] After developing and saving the second-order spec-
tral map, the combined performance ofthe first-order spectral
map and the second-order spectral map may be verified for
various predistorted signals that are applied to, or received
from, the signal path 100. The signals that are applied to, or
received from, the signal path 100 during verification may
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comprise one-tone, two-tone, multitone and pseudo-random
signals. Typically (band-limited) pseudo-random signals
include those generated by digitial communications formats
(such as code division multiple access (CDMA) signals) and
(band-limited) pseudonoise (PN) sequences found in spread
spectrum radar applications.

[0052] When the combined performance of the first-order
spectral map and the second-order spectral map is determined
to provide insufficient mitigation of output signal spurs at the
set of frequency locations, an additional set of residual output
signal spurs may be identified, and any of method steps 302-
318 may be iteratively repeated to update the first-order spec-
tral map or the second-order spectral map. Alternately (or
additionally), a third or higher order spectral map may be
developed in a manner similar to how the first and second-
order spectral maps were developed.

[0053] The above methods 200, 300 develop a spectral map
using an iterative approach. The iterative approach is guided
by measurement data at two levels. First, the frequency
response models of the signal path 100 are not constructed
using the full frequency domain information specified in the
Volterra model. Rather, the methods 200, 300 start with (a
minimal set of wide-band) measurements of one and two-
tone tests and attempt to apply these corrections to a wider set
of input tones. Second, any residual errors (residual output
signal spurs) in a second-order model are again based on a
restricted set of two-tone measurements. In both cases, the
detailed phase and amplitude information of an input signal is
tracked, and is used as the input to any empirical spectral
maps. The methods 200 and 300 are empirical, and need to be
guided by and verified by experiments. Thus, the general
utility of the methods 200 and 300 need to be examined on a
case-by-case basis. In experiments, the methods 200 and 300
have provided good results when calibrating wide-band arbi-
trary waveform generators and surrounding conditioning
electronics.

[0054] Intuitively, the methods 200 and 300 are guided by
an attempt to use measurement data to whittle down the
(frequency domain) model to a minimal set of tractable data
and measurements. The methods 200 and 300 are based onan
intuitive (simplifying) assumption that ‘energy’ in a given
frequency band (constructed by computing an appropriate
U(k) input signal spectrum) will get mapped in a similar way
as the energy in one or two-tone mappings. That is, in the
modeling process we start by building the simplest model
possible, and then add refinements to this model based on
residual output signal spurs.

[0055] Once a spectral map for performing nonlinear cali-
bration of a signal path is determined, then it can be used to
predistort arbitrary input signals. As shown by the method
400 illustrated in FIG. 4, the DFT of an input signal 102 may
be computed (at step 402). The spectral map developed using
method 300 or 400 is then applied to the DFT of the input
signal, to generate a predistorted signal in the frequency
domain (at step 404). The IDFT of the predistorted signal (in
the frequency domain) is then computed to generate a predis-
torted signal in the time domain (at step 406). An arbitrary
waveform generator is then caused to launch the predistorted
signal (in the time domain) via the signal path 100 (at step
408). The input signal 102 that is subject to predistortion may
be a periodic, multiperiodic or arbitrary waveform.

[0056] Further details and an exemplary application of the
methods 200 and 300 will now be described. The exemplary
application is nonlinear calibration of a signal path 500,
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through a wide-band arbitrary waveform generator 502 fol-
lowed by a (2x) amplifier 504. See, FIG. 5.

[0057] In step 202 of the method 200 (FIG. 2), the ‘fre-
quency set’ may be identified by performing a power spectral
scan over the bandwidth of interest. One and two tone test
signals are used. In the context of the signal path shown in
FIG. 5, three sources of spurs where examined: (i) higher
order harmonics as predicted by a static polynomial model
(see Steer, supra), (ii) higher Nyquist zone harmonics that
fold down to the first Nyquist band (see, e.g., Ryan Grouix, et
al., “Minimization of DDS Spurious Content in Multi-Chan-
nel Systems”, High Frequency Electronics, pp. 18-28 (Octo-
ber 2006)), and (iii) mixing with any internal spurs such as
internal oscillator feed through (see Griffin, supra). In this
example, the amplifier nonlinearities dominated, and the fre-
quency locations of all spurs between 65 dBm and 90 dBm
(and from 5-500 Mhz) for one and two tone tests were accu-
rately predicted based on 2nd and 3rd order harmonics gen-
erated from a third order polynomial model, as hypothesized
by distortion source (i). So, in this particular case, the loca-
tions of spurs can be predicted either by an analytic formula,
or by simulation, based on a low-order polynomial model.
[0058] For example, FIG. 6 shows a two-tone input signal
having tones at f; and f,=f,+Af. All spurs above 90 dBm can
be accounted by the sum and difference frequencies for a
third-order model. A system without the amplifier requires
including a formula for the higher Nyquist spurs as well (see
Groulx, supra).

[0059] Step 302 of the method 300 (FIG. 3) requires the
measurement in both phase and amplitude of the (nonlinear)
distortion of a one-tone input signal, for the dominant terms in
the frequency set identified in step 202. In the example con-
sidered in FIG. 5, this requires measuring, as illustrated in
FIG. 7, both the phase and amplitude of single-tone spurs. A
‘nuller’ or nulling signal may be created by adding a spur
signal—of the same magnitude but opposite phase—to the
input of the arbitrary waveform generator. This type of signal
correction process is called predistortion. This first level of
modeling is similar to traditional AM/AM or AM/PM mod-
eling, which measures the distortion of the input tone. These
data are AM/AM and AM/PM ‘like’ models for the spurs
generated by the input tone. See, e.g., Fadhel M. Ghannouchi,
et al., “AM-AM and AM-PM Distortion Characterization of
Satellite Transponders/Base Station Transmitters Using
Spectrum Measurements”, IEEE Conference Proceedings of
Recent Advances in Space Technologies, pp. 141-144 (2003).
The models are therefore called the ‘second-order’ and ‘third-
order’ AM/AM, AM/PM models respectively. FIGS. 8A & 8B
show the second order spur distortion data, and FIGS. 9A &
9B show the third order spur distortion data. To create a
‘model,” a low-order polynomial may be fitted to the phase
and amplitude distortion data. This is sufficient because the
curves have few local critical points, and interpolation can be
used to find the phase and amplitude response at a frequency
within the upper and lower frequency bounds presented by
the experimental data. Note that because a model is created in
the frequency domain, the model—at least for single tone
excitations—has no difficulty covering a wide-bandwidth.
The creation of a corresponding time domain model with a
similar wide-bandwidth distortion characteristic would be
more challenging. This is one of the motivations for keeping
the measurement and modeling in the frequency domain (and
hence, the use of ‘spectral maps’).



US 2009/0153132 Al

[0060] As described in step 304, FIGS. 8 and 9 also show
the fits to low-order polynomials. The phase and amplitude
dependence of the single-tone spur distortion should also be
checked against any change in input amplitude, and this
dependence may be added as an additional model parameter
(if it is not predicted by simple scaling laws). FIGS. 8A, 8B,
9A and 9B are taken at the full amplitude inputrange A, .. and
the data was checked for less than full amplitude with no
significant discrepancies from a simple scaling prediction:
namely, (A, /A, )* for the second harmonic, and (A, /
A,,.) for the third harmonic.

[0061] In step 306, U(k) may be computed analytically for
alimited set of models (see Steer, supra) or by simulation. The
simulation is straightforward. The function y(t) is computed
in the time domain, the fast Fourier transform (FFT) of y(t) is
taken, and the amplitudes and frequencies of any spurs above
a predetermined amplitude level are recorded. The resulting
set of phasors is called the ‘frequency set’, and all further
computations are limited to computations or simulations on
this restricted set of phasors, similar to what is done in har-
monic balance methods of circuit simulators. See, e.g., Boris
Troyanovsky, “Frequency Domain Algorithms for Simulat-
ing Large Signal Distortion in Semiconductor Devices”, Dis-
sertation, Stanford University (1997). FIG. 10 shows the fre-
quency set for the exemplary signal path shown in FIG. 5. The
example shows the computation of the output signal based on
a four-tone input signal centered around 50 Megahertz
(MHz). Different input signals will generate different fre-
quency sets.

[0062] The output of step 308 is also shown in FIG. 10, on
the right. The output spectrum limited to the ‘frequency set’ is
multiplied (in the frequency domain) by the complex number
from the corresponding calibration curves shown in FIGS. 8
& 9. This simply amounts to a resealing and rotation of the
phasors in the frequency set. The ad hoc assumption being
made here is that, to “first-order,” the output from a single tone
test will be close to the output from a multitone test, where the
input is not a single tone, but rather the phasor at U(k) whose
amplitude and phase are computed as a weighted sum of the
input tones. Put more simply, energy within the bin k,, is
getting mapped to bin k,, at least to first-order, in the same
way that a single tone gets mapped.

[0063] Step 310 of the method 300 examines the accuracy
of the first-order model. See, FIG. 3. That is, the predicted
spurs (both their phase and magnitude) are computed based
on the input signal (in the frequency domain), and then a =
radians out of phase version of this signal is added to the input
of'the arbitrary waveform generator. This correction, even for
a few input tones, consists of many terms. FIGS. 11A, 11B,
12A & 12B show results for the signal path shown in FIG. 5,
for both multi-tone (FIGS. 11A & 11B) and pseudo-random
(FIGS. 12A & 12B) signals, respectively. In both cases, the
methods 200 and 300 show good performance for removing
‘out-of-band’ distortion. The test signal for FIG. 13 is a
pseudo-random test sequence which is passed through a very
steep (100 dBc) band pass filter. FIGS. 13 & 14 show close-
ups of the output of the FIG. 5 signal path, with and without
predistortion, for an exemplary complex input signal.

[0064] Though a typical reduction of 4 dBm is seen for
intermodulation terms, there also appears to be significant
residual spurs at (or near to) the frequency band of the input
(stimulus) signal. Steps 312-322 address this by constructing
a two-tone calibration curve. In the example studied this is
constructed at 1 Mhz steps, with a fixed offset tone of 1 Mhz.
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Variable offset models may also need to be considered, which
increase model complexity. With the addition of this second
order correction, or ‘second-order model,” applied to the
residual spur spectrum, a further reduction in intermodulation
distortion can be archived as illustrated in FIG. 15.

[0065] The novel methods 200, 300, 400 and apparatus 116
disclosed herein can provide various advantages. First, they
work with a complete electronic instrument or device and can
therefore be applied to systems after their design and manu-
facturing is complete. That is, calibration can be applied after
other system and design optimizations are complete.

[0066] Second, the methods and apparatus are based only
on measured signal properties, and not on the detailed knowl-
edge of electronic instruments or devices that is required by
many calibration techniques. This means that the methods
and apparatus can be applied to individual instruments or
devices, or to systems composed of two or more connected
instruments or devices. Also, the methods and apparatus can
be used to calibrate ‘distributed’ electronic instruments and
devices.

[0067] Third, the novel method and apparatus disclosed
herein are iterative, and are based on a fixed sequence of
relatively standard measurements, which unlike estimation of
Volterra kernels, can be accomplished with fewer measure-
ments. This is because the methods and apparatus described
herein make use of measurement data in the initial creation of
a model. The model is then whittled down to focus it on the
nonlinear spurs that are actually measured at the start of the
process. This is in contrast to methods based on a straight-
forward implementation of Volterra theory, which need to
estimate all Kernel elements, without using prior knowledge
obtained by experiments to constrain the Volterra model.
Placing early constraints on the modeling process, at least for
calibration, enables an efficient number of measurements to
be made. This tradeoff between model generality is well
worth the simplification that results in fewer and simpler
measurements then needed for the full identification of Volt-
erra Kernels of a fixed order.

[0068] It is also noted that the methods and apparatus
described herein differ fundamentally from the method pro-
posed by Boyd, supra. Boyd’s method only applies to systems
where the second order Volterra kernel, H,(s, ,s,), is non-zero
for both s, and s,—that is, data from a two-tone test is
required, and there is no description of the use of data from a
one-tone test model. In contrast, the methods and apparatus
described above explicitly measure and use data from a one-
tone test as the primary data for the first-order frequency
response model. And, as previously mentioned, any Volterra
series method only applies in cases where specific math-
ematical assumptions hold, namely the system is weakly
linear, has ‘fading memory, and additional mathematical
assumptions described by Boyd, supra. These characteristics
are not required in the methods and apparatus described
above.

What is claimed is:

1. A method of developing a spectral map for performing
nonlinear calibration of a signal path, comprising:
identifying a set of frequency locations for a set of particu-
lar output signal spurs that result from applying one-tone
and two-tone input signals covering a bandwidth of
interest to the signal path;



US 2009/0153132 Al

developing, based on the set of frequency locations, a spec-
tral map for predistorting, in the frequency domain, sig-
nals that are applied to, or received from, the signal path
in the time domain; and

saving the spectral map for performing nonlinear calibra-

tion of the signal path.

2. The method of claim 1, wherein the set of frequency
locations for the set of particular output signal spurs is iden-
tified by performing a power spectral scan over the bandwidth
of interest.

3. The method of claim 1, wherein the set of frequency
locations for the set of particular output signal spurs is iden-
tified using at least one of: an analytic formula, and a simu-
lation.

4. The method of claim 1, wherein developing the spectral
map comprises:

applying one-tone input signals covering the bandwidth of

interest to the signal path, and measuring amplitudes and
phases of single-tone spurs in the set of particular output
signal spurs;

using the measured amplitudes and phases of the single-

tone spurs to construct a first-order frequency response
model for the signal path;

computing a first-order input amplitude spectrum in the

frequency domain, restricted to the identified set of fre-
quency locations; and

developing, from the first-order frequency response model

and the first-order input amplitude spectrum, a first-
order spectral map for predistorting, in the frequency
domain, signals that are applied to, or received from, the
signal path in the time domain;

wherein saving the spectral map comprises saving the first-

order spectral map.

5. The method of claim 4, further comprising:

verifying performance of the first-order spectral map for

various predistorted signals applied to, or received from,
the signal path;

when the performance of the first-order spectral map is

determined to provide insufficient mitigation of output

signal spurs at the set of frequency locations, identifying

a set of residual output signal spurs and,

applying two-tone input signals covering the bandwidth
of interest to the signal path, and measuring ampli-
tudes and phases of the residual output signal spurs;

using the measured amplitudes and phases of the
residual output signal spurs to construct a second-
order frequency response model for the signal path;

computing a second-order input amplitude spectrum in
the frequency domain, restricted to the identified set
of frequency locations; and

developing, from the second-order frequency response
model and the second-order input amplitude spec-
trum, a second-order spectral map for predistorting, in
the frequency domain, signals that are input to the
signal path in the time domain;

wherein saving the spectral map comprises saving the sec-

ond-order spectral map.

6. The method of claim 5, further comprising:

verifying a combined performance of the first-order spec-

tral map and the second-order spectral map for various
predistorted signals applied to, or received from, the
signal path;
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when the combined performance of the first-order spectral
map and the second-order spectral map is determined to
provide insufficient mitigation of output signal spurs at
the set of frequency locations, 1) identifying an addi-
tional set of residual output signal spurs, and ii) itera-
tively repeating the applying, using or computing steps
to update the first-order spectral map or the second-order
spectral map.

7. The method of claim 4, wherein the first-order frequency
response model for the signal path is constructed by fitting
low-order polynomials to the measured amplitudes and
phases of the single-tone spurs.

8. The method of claim 4, further comprising, adding an
input amplitude scaling parameter to the first-order frequency
model.

9. The method of claim 4, further comprising:

varying the input amplitudes of the one-tone input signals

applied to, or received from, the signal path, and mea-
suring an input amplitude dependence of the measured
amplitudes and phases of the single-tone spurs in the set
of particular output signal spurs.

10. A method of performing nonlinear calibration of a
signal path, comprising:

computing a discrete Fourier transform (DFT) of an input

signal to the signal path;

applying a spectral map to the DFT of the input signal, to

generate a predistorted signal in the frequency domain,
the spectral map being based on 1) a set of frequency
locations for a set of particular output signal spurs that
result from applying one-tone and two-tone input sig-
nals covering a bandwidth of interest to the signal path,
and ii) measured amplitudes and phases of single-tone
spurs resulting from an application of one-tone input
signals to the signal path;

computing an inverse DFT (IDFT) of the predistorted sig-

nal in the frequency domain, to generate a predistorted
signal in the time domain; and

causing an arbitrary waveform generator of the signal path

to launch the predistorted signal in the time domain via
the signal path.

11. The method of claim 10, wherein the input signal is a
periodic waveform.

12. The method of claim 10, wherein the input signal is a
multiperiodic waveform.

13. The method of claim 10, wherein the input signal is an
arbitrary waveform.

14. The method of claim 10, wherein the signal path further
comprises one of: an amplifier, and an up-converter.

15. The method of claim 10, wherein the spectral map is
further based on measured amplitudes and phases of mul-
tiple-tone spurs resulting from an application of two-tone
input signals to the signal path.

16. Apparatus for calibrating a signal path, comprising:

an arbitrary waveform generator, coupled in an input-end

of the signal path; and

a distortion correction engine configured to,

receive an input signal for the arbitrary waveform gen-
erator;

compute a discrete Fourier transform (DFT) of the input
signal;

apply a spectral map to the DFT of the input signal, to
generate a predistorted signal in the frequency
domain, the spectral map being based on i) a set of
frequency locations for a set of particular output sig-
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nal spurs that result from applying one-tone and two-
tone input signals covering a bandwidth of interest to
the signal path, and ii) measured amplitudes and
phases of single-tone spurs resulting from an applica-
tion of one-tone input signals to the signal path;

compute an inverse DFT (IDFT) of the predistorted sig-
nal in the frequency domain, to generate a predis-
torted signal in the time domain; and

provide the predistorted signal in the time domain to the
arbitrary waveform generator.
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17. The apparatus of claim 16, wherein the input signal is a
periodic waveform.

18. The apparatus of claim 16, wherein the input signal is a
multiperiodic waveform.

19. The apparatus of claim 16, wherein the input signal is
an arbitrary waveform.

20. The apparatus of claim 16, wherein the signal path
further comprises one of: an amplifier, and an up-converter.

sk sk sk sk sk
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